NEURAL DYNAMICS IN CORTEX-STRIATUM CO-CULTURES—II. SPATIOTEMPORAL CHARACTERISTICS OF NEURONAL ACTIVITY
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Abstract—Neural dynamics in organotypic cortex-striatum co-cultures grown for three to six weeks under conditions of dopamine deficiency are described. Single neuron activities were recorded intra- and extracellularly, and spatiotemporal spreading of population activity was mapped using voltage-sensitive dyes. The temporal properties of spike firing were characterized by interspike interval histograms, autocorrelation and crosscorrelation.

Cortical pyramidal neurons (n = 40) showed irregular firing with a weak tendency to burst or to oscillate. Crosscorrelations revealed strong near-coincident firing and synaptic interactions. Disinhibition was a notable feature in a strongly firing cortical interneuron. Cortical activity spread in the co-culture, thus inducing an overall, homogeneous depolarization in the striatal part. Striatal cells were divided into principal cells and type I and II secondary cells. Principal cells (n = 40) were similar to those reported previously in vivo. Spiking activity ranged from irregular spiking at very low rates to episodic bursting, with an average burst duration of 1 s. Interspike intervals were single-peaked. Intracellular recordings revealed characteristic, long-lasting subthreshold depolarizations ("enabled state") that were shortened by local muscarinic receptor blockade. During prolonged time periods in the "enabled state", locally applied bicuculline induced strong firing in most principal neurons. Striatal secondary type I neurons (n = 25) showed high spiking rates, single- and double-peaked interval histograms and low-threshold, short-lasting stereotyped bursting activity and occasional rhythmic bursting. The firing of these neurons was increased by bicuculline. Crosscorrelations showed synchronization of these cells with principal cell activity. Secondary type II neurons (n = 15) revealed tonic, irregular firing patterns similar to cortical neurons, except with occasional firing in doublet spikes.

We conclude that under conditions of dopamine deficiency in corticostriatal co-cultures (i) the cortex induces the "enabled" state and typical bursting mode in striatal principal neurons; (ii) principal neurons are strongly inhibited during the "enabled" state; (iii) muscarinic activity, presumably from tonically active striatal cholinergic interneurons, stabilizes the "enabled" state; (iv) striatal GABAergic interneurons receive synaptic inhibition and take part in synchronized activity among striatal principal cells. Our results favor the view of the striatum as a lateral inhibition network.
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A key element to understand cortex–basal ganglia interactions resides in the neural activity pattern elicited in the striatum by cortical input. Most cortical areas project to the striatum and the main striatal target of cortical activity is the GABAergic, medium-sized, spiny projection neuron (principal neuron), which accounts for more than 90% of striatal neurons. As the axons of these neurons, besides having local axon collaterals, immediately leave the nucleus, the striatum functionally behaves as a "sheet": it can be regarded as a one-layered, locally operating neural network, with only one synapse between the input and the output. The anatomical picture strongly favors the view of the striatum as a lateral inhibition network. Surprisingly, however, direct electrophysiological evidence for this view is remarkably weak.

The information extracted by the striatum from cortical input activity is not known. In contrast to cortical neurons, striatal principal neurons fire in episodic bursts. In a number of studies dealing with striatal activity during movement in rats and monkeys, it was shown that these bursts strongly relate to external actions, such as movement on the part of the animal. From intracellular recordings in vivo it is known that bursts occur
only during a depolarized, subthreshold state. \textsuperscript{137,142} Furthermore, bursts in principal neurons are not the result of intrinsic, oscillating calcium potentials,\textsuperscript{2,70} but depend critically on cortical input.\textsuperscript{2} Thus, it is likely that the occurrence of a burst in a striatal principal neuron indicates some significant feature of cortical activity. At present, two, mutually, non-exclusive views on burst activity in principal neurons dominate. From single-neuron studies in vivo,\textsuperscript{34,75,139,142} and models of single-neuron dynamics,\textsuperscript{136} principal neurons are viewed as coincidence detectors of cortico-striatal inputs. In this view, the time of occurrence of a burst is governed by intrinsic membrane dynamics.\textsuperscript{135} In contrast, theoretical studies focusing on interactions among striatal neurons have stressed the emergence of principal neuron bursts as a result of mutual inhibition in the striatal network.\textsuperscript{4,133,134}

When considering striatal dynamics, at least two additional types of striatal neurons are of importance. The first type are the striatal GABAergic interneurons, which also receive cortical input.\textsuperscript{69,77,112} Anatomical findings indicate that these interneurons most probably take part in strongly inhibitory, local striatal loops.\textsuperscript{18,28,69,71,72} These neurons seem to fire in high-frequency bursts upon cortical stimulation.\textsuperscript{69,112,113} The second type is characterized by its regular, tonic activity pattern.\textsuperscript{2,76} In the monkey, tonically active neurons are much more strongly related to external, set-dependent\textsuperscript{48} and reinforcing\textsuperscript{9} events than to the generation of movement events. Cholinergic striatal interneurons might constitute at least part of this population of tonically active neurons,\textsuperscript{8,140} giving rise to a continuous cholinergic influence on striatal network dynamics.

Here, we have studied cortex–striatum interactions using a new organotypic co-culture system described in the companion paper.\textsuperscript{104} The benefits of adopting this approach are three-fold. Firstly, the information conveyed by burst activity in principal neurons may be more easily analysed in an “open loop” system, in which an isolated striatal network is driven by activity from a cortical network (a similar approach has recently been used in a modeling study).\textsuperscript{133,134} An important issue is the question of to what extent striatal principal cell activity in such a system exhibits similar dynamics as those observed in vivo, given a cortical network dynamics with at least a minimum of correlated activity. An answer to this question will help to dissect some of the main modes of cortico-striatal interactions. Secondly, to examine the cholinergic contribution to principle neuron dynamics, an appropriate experimental preparation, i.e. one which preserves the cholinergic interneuron activities, is of prime importance. Finally, a classification of the firing patterns of GABAergic interneurons and their relationship to striatal dynamics will contribute substantially to our understanding of striatal processing. We will demonstrate that the organotypic cortex–striatum co-cultures present an adequate in vitro system to study these issues, and describe the fundamental neural dynamics that emerge from the cortico-striatal interactions.

**EXPERIMENTAL PROCEDURES**

**Preparation of organotypic cortex–striatum co-cultures**

A detailed description is given in the companion paper.\textsuperscript{104} In brief, the brains of newborn Sprague–Dawley rats (post-natal days 0–2; colony maintained at MPI für Virusforschung, Tübingen) were sliced transversely (350 μm) on a Vibratome (Campden). For further dissection only slices comparable to coordinates bregma 1.7 to −1.3 for adult rat brains\textsuperscript{9} were used. Single tissue pieces from somatosensory and motor cortex (dorsal or dorsolateral\textsuperscript{15,131}) and caudate–putamen (dorsal or dorsolateral) were dissected under stereomicroscopic observation. Tissue pieces were placed on a membrane (Millicell-CM, Millipore PICM) on a coverslip with the striatal tissue always close to the white matter. For comparative studies single striatal cultures from the same regions as described above were prepared. Single cultures and co-cultures were embedded and grown according to the roller tube technique\textsuperscript{44,45} for three to six weeks. No dopamine was added.

**Recording conditions**

Co-cultures were submerged in a recording chamber (total volume 200 μl), saturated (95% O₂, 5% CO₂) Hank’s balanced salt solution (Gibco) with 2 mM CaCl₂ added was used as extracellular medium. The extracellular concentrations of potassium ([K⁺]), hydrogen carbonate ([HCO₃⁻]) and calcium ([Ca²⁺]) were estimated to be 5.8, 4.8 and 2.9 mM, respectively (see Ref. 116). The flow rate was set to 2–3 ml/min and the temperature was held at 35 ± 1°C. The recordings were started after the co-cultures had been left in the new environment for 30–60 min. During the experiment the total number of swollen cell bodies could increase. However, very often recordings were done for up to 10 h from a single co-culture without any signs of electrophysiological deterioration. The glass chamber bottom allowed for visual selection of cells and for additional optophysiological recordings.

**Stimulation**

A tungsten electrode (0.005 in., Phymep) connected to a stimulus isolator unit (WPI, A 360; stimulus pulse: 20–200 μA, 50 μs; interstimulus interval: 5–30 s) was placed under visual control in the lower third of the cortical tissue (layers V/VI).

**Intracellular recording**

Intracellular recordings were obtained with sharp micro-electrodes (90–140 MΩ) containing 2 M potassium acetate and 2% neurobiotin (Vector). Striatal interneurons were visually selected according to their large cell body. The majority of cells with a diameter below 20 μm were considered to be striatal principal cells (see companion paper). Stable intracellular recordings ranged from 10 min to several hours. Cells were accepted if they showed (i) an action potential maximum of at least 0 mV, (ii) a stable resting membrane potential and (iii) no cell body swelling. Signals were recorded with conventional electronics made in our institute. Intracellular electrophysiological signals were filtered between 0 and 1 kHz (80 dB/decade), digitized (10–20 kHz) and analysed on a PC (Spike2 4.0, Cambridge Electronic Design). Multiple resolution spike interval histograms and first order autocorrelations of spike/unit activity (ACs) were calculated for each cell using bin widths ranging from 1 to 16 ms.

**Extracellular recording**

Extracellular recordings, lasting for several hours, were done with glass microelectrodes (3–9 MΩ) containing 3 M
NaCl. Signals were recorded with conventional electronics made in our institute, filtered [0–1(3) kHz; 80 dB/decade] and digitized on a PC (10–33 kHz; Spike2 4.0, Cambridge Electronic Design). Because of the low sample rate in experiments involving multiple channels (12 kHz/channel), no classification of extracellular spike forms was done. Units were detected either on-line using a template (minimum number of events: 8; maximum amplitude variance: 20%; d.c. correction on), or off-line using a simple threshold mode to detect the rising or falling phase of a spike. The minimum interval between adjacent events in the off-line mode was set to 1–3 ms. When using template matching, all units crossing threshold but not matching the template(s) were also stored, thus allowing the off-line checking of appropriate sampling. Spike interval and post-stimulus time histograms, ACs and first order crosscorrelations of unit activities (CCs) were calculated using bin widths from 1 to 16 ms. Optophysiology

For optical recording co-cultures were stained with the voltage-sensitive styryl dye RH237 (A. Grimwald, gift) by bath application for 15 min. The spatiotemporal distribution of relative fluorescence change (resolution: 150 × 150 μm, 0.5 ms) induced by local cortical microstimulation was recorded over trials of 96 ms (interstimulus interval: 30 s) using a 12 × 12 photodiode array (Zeiss IM 35; Zeiss BP 546, FT 580, LP 590; Leitz: × 25 NPL Fluotar; array: Centronics). The level of spontaneous activity was monitored by an extracellular microelectrode in the cortical or the striatal part of the co-culture and the cortex was stimulated during periods of low spontaneous activity. In order to cover the spatial extension of a co-culture (4–6 mm²), the photodiode array was shifted between several different locations on successive trials. The partially overlapping fields were merged on the basis of their absolute coordinates. In the case of overlapping photodiode positions the mean was taken. The results of two to three stimuli were averaged at each location. Signals from the photodiode array were current–voltage converted and stored on a PDP11/73 (Digital; for details see Bonhoeffer and Staiger and Plenz and Aertsen). For each photodiode location and for each time sample the relative fluorescence change was calculated on a VAX-750 (DEC). The relative fluorescence change was obtained by subtracting the absolute fluorescence without stimulus from the fluorescence with stimulus, and by subsequently dividing this difference by the absolute fluorescence measured. This relative fluorescence change matches the intracellular membrane potential change at the single-cell level and is in accordance with field potential measurements and current source density profiles of the population activity. Further processing and graphical display were done on a SPARC-station IPX (SUN) using the IDL software (Interactive Data Language, version 2.2, Research Systems).

Drug application

(−)-Bicuculline methiodide (0.07 M; Sigma B6889) or atropine sulfate (0.01 M; Research Biochemicals Inc; A-105) were dissolved in artificial cerebrospinal fluid and were locally pressure microinjected (10–70 kPa; 0.2–2 s; Neuro Phore BH-2; Medical System Corporation) with a single glass microelectrode. The tip of the electrode was broken to a diameter of 2–3 μm and was placed under microscopic control in the vicinity of the recorded cell. To ensure a highly localized drug application, the application electrode was in most cases lowered after penetration was established. To minimize drug diffusion from striatum to cortex, the flow was adjusted from the cortex to the striatum. The locality of drug application was additionally checked by monitoring the activity at distant locations or by repeating the drug application at locations distant from the recorded cell.

RESULTS

Spontaneous activity was measured in more than 100 cortex–striatum co-cultures cultured for three to six weeks. We recorded intracellularly from 94 neurons (see companion paper Ref. 104a). From this set, 54 neurons were used for statistical analysis of spike timing properties. A further 66 extracellular recordings were analysed with the same techniques.

Cortical pyramidal cells

Spontaneous cortical activity was characterized by periods of low activity interrupted by high activity periods (Figs 1A, 2A). During high activity periods the membrane potential showed large numbers of spontaneous, presumably synaptic potentials (Figs 1B, 2B) and average discharge was three to four spikes per second (Table 1). Pyramidal cells were grouped according to their AC, which either revealed a decrease (n = 5) or an increase (n = 12) in spike discharge during the first 100 ms following an action potential. Both types of ACs were found throughout all cortical layers. An example of a pyramidal cell showing a decrease in spike discharge during the first 70 ms is shown in Fig. 1F. In these cells spike interval histograms had a single peak with a modal interval in the range of 130 ms (Fig. 1C, E; Table 1). Cells showing an increase in spike discharge (cf. Fig. 2F) had spike interval histograms which occupied a broad range of interspike intervals. An early peak around 10–20 ms followed in most cases (10 of 12) by a substantially weaker, very broad second peak at 100–200 ms was revealed (Fig. 2C, E; Table 1). The tendency to burst was weak: only a small fraction of spikes fell within interspike intervals below 30 ms (e.g. Fig. 2F). On a time scale of 1–2 s ACs of both types were flat.

Extracellular recordings were analysed from 20 cortical neurons (Fig. 3). During extracellular recordings we also measured activity triggered by local electrical microstimulation of the cortex (Fig. 3B; see also below). Maximal spike discharges, types of spike interval histograms and ACs were similar to those observed in intracellular recordings (Fig. 3, Table 1). In four cells a tendency to recurrent firing at 6.1 ± 2.5 Hz was found, as judged by an additional peak in the ACs after the initial spiking decrease (Figs 3D, 5D).

Crosscorrelation functions for spontaneous activity were calculated for 11 pairs of simultaneously recorded neurons. Multi-unit activity was recorded either from one or two electrodes. A tightly structured timing pattern was composed of strong near-coincident firing (eight of 11) and/or strong asymmetric correlation (five of 11; Fig. 4). Spontaneous activities from different units were recorded from two electrodes in the upper cortical region, 0.8 mm apart from each other. Unit activity on both electrodes showed alternating periods of high and low activity (Fig. 4A; dot displays). Single-unit activity on electrode 1 was selected by template matching. Multi-unit
P activity on electrode 2 was selected using a threshold for negative peaks. Single-unit activity on electrode 1 with multi-unit activity on electrode 2 was crosscorrelated. The CC on a large time scale clearly revealed a central peak, pointing to near-coincident firing (Fig. 4B). With higher time resolution this central peak was composed of a narrow, near-coincident peak and a considerably broader peak, both situated asymmetrically with respect to the origin (Fig. 4C). Thus, units on electrode 2 fire in near-coincident fashion with unit 1 (from simultaneous to within a 5 ms delay), and/or with a larger delay (within the next 20 ms) after a spike in unit 1 had occurred. These findings point to strongly correlated activity among cortical neurons in the coculture system.

Similar CCs were found during periods of increased activity, lasting up to several seconds, evoked
Fig. 2. Spontaneous activity in pyramidal cells with tendency to burst. (A) Intracellular recording with low and high activity periods. (B) Magnified view of intracellular time course shows the occurrence of short spike intervals. (C, E) Spike interval histogram of the neuron shown in A. The broad distribution reveals an increase of spike intervals around 15 ms. (D, F) The AC is flat, except for an increase in spike discharge during the first 30 ms after a spike.

by cortical microstimulation (n = 6; Fig. 5). In most cases a cortical unit fired one to several spikes within a few milliseconds after stimulation. These early spikes were followed by a period of spike depression, with a subsequent long-lasting spike discharge. The maximum discharge during the long-lasting excitation occurred about 1 s after stimulation (Fig. 5A, B, Table 1). The early spikes generally escaped the template sampling because of underlying field potential shifts; these shifts were particularly strong during the first milliseconds after stimulation. No attempt was made to include these early discharges, since we were mainly interested in the steady-state the cortical dynamics achieved after stimulation. The CCs revealed prominent near-coincident peaks (Fig. 5E), which under high time resolution (Fig. 5F) were actually asymmetric about the origin, indicating that the units fired sequentially. Thus, local cortical microstimulation triggered a long-lasting activity increase, during which cortical neurons showed stable, strongly correlated activity.
Cortical interneurons

The spontaneous intracellular activity of the cortical interneuron (see Ref. 104a) was characterized by periods of strong depolarization, with three to four times higher spiking activity than in cortical pyramidal cells (Table 1). High activity periods alternated with periods without any visible activity. The membrane potential time course after an activity period was characterized by a slow decay (Fig. 6A, arrow). Spikes had prominent afterhyperpolarizations (AHPs) (Fig. 6B) and although short interspike intervals were present, the majority of spikes were followed by 40–80 ms of spike depression (cf. Fig. 6D, F with Figs 1 and 5). The spike interval histogram showed several peaks and the AC revealed a tendency to oscillate at 8–9 Hz.

A tendency to oscillate might result from the local network dynamics, as cortical interneurons are involved in an inhibitory feedback circuit with cortical pyramidal cells, which can lead to oscillations depending on the balance between time delays and gain. We tested whether the oscillations result from a strong excitatory drive in that feedback loop by local application of the glutamatergic antagonist 6-cyano-7-nitroquinoxaline-2,3-dione (1 s; 25 kPa) and recording the ongoing spiking activity for 190 s. Under these conditions the oscillations disappeared (Fig. 6F), however, the firing frequency was almost tripled during high activity periods. This points to strong disinhibition among cortical interneurons (see Discussion). Nevertheless, the inhibition present in the cortex was large: removal of inhibition by applying the GABA_A antagonist bicuculline led to an immediate and strong depolarization of cortical neurons, accompanied by spike blockade, burst discharge and profound burst AHP (n = 4; Fig. 7) reminiscent of epileptic discharge in the neocortex.51,54,74,78

Spatiotemporal activity dynamics revealed by optophysiology

The presence of corticostriatal projection neurons in the co-cultures was confirmed anatomically in the companion paper. Here we show that (i) the cortical culture can actually "drive" the striatal network and (ii) the spatiotemporal characteristics of the activity are produced by cortical excitation. From the extracellular recordings it was evident that cortical microstimulation induced a period of increased activity lasting up to several seconds in the cortical and striatal parts of the co-culture (see Figs 3B, 5, 12, 15 and poststimulus time histogram in Tables 1–4). This activity was synaptically mediated, since it was blocked under low calcium/high magnesium conditions (n = 3).

Using optophysiology with voltage-sensitive dyes we could show that in all cases (n = 8) the induced spread of activity in the co-culture system was basically the same: local electrical microstimulation in the cortex induced a depolarization propagating in the cortical culture (Fig. 8). After a latency of 8–13 ms, an activity wave spread through the entire striatal tissue. In all cases this spatiotemporal pattern of striatal activation had an overall depolarizing effect. No striatal regions with net hyperpolarization were found. After approximately 20 ms a stable pattern of homogeneous depolarization was reached, which lasted for at least a further 75 ms (i.e. until the end

Table 1. Spiking activity of cortical neurons in cortex–striatum co-cultures

<table>
<thead>
<tr>
<th></th>
<th>Intracellular n</th>
<th>Extracellular n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (days)</td>
<td>24 ± 4</td>
<td>17</td>
</tr>
<tr>
<td>Fmax† (spikes/s)*</td>
<td>3.4 ± 0.9</td>
<td>17</td>
</tr>
<tr>
<td>Δt‡ (ms)*</td>
<td>113 ± 59</td>
<td>5</td>
</tr>
<tr>
<td>INTH§ (ms)*</td>
<td>152 ± 51</td>
<td>5</td>
</tr>
<tr>
<td>INTH 1p¶ (ms)*</td>
<td>14 ± 6</td>
<td>12</td>
</tr>
<tr>
<td>INTH 2p¶ (ms)*</td>
<td>131 ± 41</td>
<td>10</td>
</tr>
<tr>
<td>PSTH exc**</td>
<td>979 ± 359</td>
<td>12</td>
</tr>
</tbody>
</table>

*Not different at P < 0.05; two-tailed Wilcoxon's rank sum test.
†Maximum firing rate using a sliding integration window (integration width: 3 s) and taking peak value.
‡Total duration of decrease in spike discharge seen in the AC. Data taken from cortical neurons, which show a complete inhibition of spike discharge for at least 30 ms after a spike. Duration was defined as the time necessary to reach baseline activity after a spike discharge seen in the AC; this baseline level was estimated by visually applying a horizontal linear fit.
§Interval at maximum peak in the spike interval histogram (INTH). Same population of cortical neurons as in ‡.
¶Interval at first peak in the spike interval histograms showing a bi-modal distribution of spike intervals. Only cortical cells showing a tendency to fire in bursts were included.
**Time of maximum discharge during the long-lasting excitation seen in the poststimulus time histogram.
Fig. 3. Extracellular spiking activities from cortical cells. (A) Extracellular recording showing spontaneous (A) and stimulus evoked (B, arrow) spiking activity, mainly composed of one single unit. (C, D) Spike interval histogram and AC of the unit shown in A. The AC shows a strong decrease in spike discharge during the first 150 ms followed by a single short-lasting peak around 230 ms, indicating recurrent firing at 4–5 Hz. (E, G) Spike interval histogram of an extracellular unit showing a broad spike interval distribution, with an early peak at 5 ms. The AC (F, H) is flat, with a slight tendency to burst (5 ms); no strong depression in spike discharge can be seen.
of the recording trials). Further analysis of the spatio-temporal relative fluorescence change (color-coded surface plots, two-dimensional Fourier analysis) did not reveal any spatial periodicities or other signs of multiple centers of maximum depolarization in the striatal culture. The maximum amplitude of relative fluorescence change (e.g. 0.0065 in Fig. 8), estimated based on intracellular recordings (see Fig. 9), covered a range of c. 15 mV in the striatum. Due to a noise level of ±0.001, the sensitivity of the optical recordings was in the range of 4.6 mV. Thus we conclude that (i) activation of the cortical culture can actually drive the striatal network, (ii) cortical activation leads to an overall depolarization of the striatal tissue for more than 75 ms, and (iii) during that time no net changes larger than c. 4.6 mV on a spatial scale of 150 μm occur at the population activity level.

The striatal neural dynamics described in the following section were never seen in single striatal cultures, i.e. without cortical tissue present (n = 6).

**Striatal principal cells: intracellular recordings**

The striatal principal cells represent the class of striatal medium-sized GABAergic projection neurons (see Ref. 104a).

The spontaneous membrane potential dynamics found in principal cells (n = 34) followed a characteristic time course: a subthreshold depolarization with
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Fig. 4. CC of spontaneous cortical activity in cortex-striatum co-cultures. (A) Spontaneous extracellular single-unit activity from electrode 1 (time course and dot display; lower trace) and multi-unit activity from electrode 2 (time course and dot display; upper trace). The electrodes were placed 0.8 mm apart in the upper cortical layers. (B) CC from electrode 1 to units on electrode 2. A prominent central peak surrounded by weak depression is apparent. (C) Magnified view of CC in B. The central peak consists of near-coincident firing (up to 5 ms delay) and an additional, broader increase in firing probability for units on electrode 2, for around 20 ms after the unit on electrode 1 has fired.
occasionally one single spike riding on it, was followed by a short-lasting stabilization in the subthreshold range before decaying to the resting potential (Fig. 9A). Upon long-lasting spontaneous depolarizations, this pattern was repeated with subsequent spiking activity (Fig. 9B, C). Prolonged periods of firing never occurred during the first 100 ms of depolarization onset. In 11 of 34 cells, spiking activity was high enough to calculate spike interval histograms and ACs. Maximal average firing rates were three to four spikes per second (Table 2) and spike interval histograms were always one-peaked (Fig. 9D, F; at 48 ms) with a modal interspike interval of 100 ms (Table 2). In each individual cell,
the mean interspike interval was much larger than the modal spike interval, and the average standard deviation was three times as large as the mean interval (Table 2). Thus, these neurons fired in bursts with an average burst duration of 1 s (Table 2). The statistical analyses from intracellular recordings were biased towards cells showing relatively high, i.e. bursting, activity. Often, principal cells showed very low firing rates, which were too low to be analysed (e.g. Figs 9A, 10C). Nevertheless, a characteristic common to all principal cells was the strong spike depression, lasting for at least 20–30 ms after a spike (e.g. Fig. 9F; cf. with secondary neurons type I).

**Striatal principal cells: “enabled state”**

A striking pattern in the intracellular membrane potential dynamics of principal cells was the predominance of two distinct states, which was shown in the distributions of membrane potentials (Fig. 10A, B): one very polarized and one depolarized. Burst activity only occurred during the depolarized state, which was just a few millivolts below spike threshold.
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**Fig. 6. Intracellular spontaneous activity in a cortical interneuron.** (A) During depolarized periods strong spiking activity can be seen. (B) Magnified view of spiking activity during periods of high activity. (C) Spike interval histogram (INTH) of spontaneous activity. (D) AC reveals the presence of oscillatory activity. Spike interval histogram (E) and AC (F) during the first 190 s after weak, local blockade of non-N-methyl-D-aspartate receptors using 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX; 1 s; 15 kPa). The oscillatory components are absent and the firing rate has more than tripled (cf. C, D).
It was also common to find principal cells in the depolarized state with moderate or no firing (Fig. 10C). Such cells might either have been in a condition of spike adaptation or, alternatively, the spontaneous net excitatory input might not have been sufficient to bring the cell to fire. Spike adaptation could be ruled out, as depolarization of those “silent” cells with a subthreshold current injection enabled the spontaneous inputs to cause the cells to fire strongly (n = 9; Fig. 10D). In order to test for GABAergic activity during the depolarized states, the GABA_A antagonist bicuculline was locally ejected one to several seconds after a cell became depolarized, abruptly increasing the firing in most cases (seven of 10), and thereby revealing peculiar dynamics: a local, temporary removal of GABAergic inhibition enabled principal cells to sustain their high spike discharge to the end of a depolarization period. A new depolarization period “reset” these dynamics to the situation before bicuculline application (Fig. 10E).

Striatal principal cells: extracellular recordings

Twenty-nine extracellular recordings were considered to be principal cells (Table 2), their firing behavior ranging from episodic bursting (Fig. 12A) to irregular spiking (Fig. 13A). In six cases unit activities from “silent” cells were recorded with a signal-to-noise ratio well beyond 3:1. These cells only spiked once within several minutes and could not be excited by cortical stimulation. No analysis of their spiking activity was done. The remaining 23 neurons showed a single-peaked spike interval histogram with an average modal interval of 124 ± 108 ms (Figs 12C, 13C, Table 2) and a complete inhibition in spiking activity for 85 ± 57 ms after a spike (Figs 12D, 13D). Twelve cells showed a characteristic decline in the AC (Fig. 12D, Table 2). The remaining cells showed only an irregular firing pattern in the AC, with no bursting activity visible (Fig. 13F). These latter cells were considered to be principal cells because of their single-peaked spike interval histograms and the absence of spike intervals shorter than 50 ms. Poststimulus time histograms were
calculated from 12 cells. Six cells showed an early single spike with a latency of $14 \pm 7$ ms. This early excitation was followed by a spike depression lasting for $80 \pm 31$ ms with a subsequent burst rebound, with peak excitation at $105 \pm 54$ ms (Fig. 12E, Table 2). In a further two cells the same pattern was present except that the early spike was missing. These patterns are consistent with the intracellular recordings (cf. Fig. 9). A further four cells showed long-lasting depression upon cortical stimulation (Fig. 13E).

Fig. 8. Optical recording of the spreading of activity in a cortex-striatum co-culture (33 days in vitro, d33). The borders of the tissues are outlined in the activity plot taken 2 ms before stimulation (top left). Upward deflections in the profiles of relative fluorescence change (z-axis) indicate net depolarization. Each photodiode covers an area of $150 \times 150 \mu m$. Note the different spatial scales along the x- and y-axes. The sequence of activity profiles, taken at successive intervals of 5 ms and averaged over two stimuli presentations per location, shows the spread of activity in the co-culture upon electrical microstimulation in the cortex (stim). The small fluctuations in relative fluorescence change at 2 ms before stimulation give an indication of the noise level. At 3 ms after stimulation, a pronounced depolarization develops at the location of the stimulation electrode, and spreads over the cortical culture as time proceeds (cf. 8 ms and later). Again 5 ms later (13 ms), net depolarizing activity builds up in the striatal tissue adjoining the cortex, which spreads over the entire striatal culture in the following 10 ms (cf. 18 and 23 ms).
Fig. 9. Spontaneous intracellular membrane potential dynamics in striatal principal neurons. (A) Spontaneous sub- and suprathreshold events in a principal neuron superimposed. After an early sub- or suprathreshold excitation, a short-lasting subthreshold stabilization of the membrane potential (arrow) is clearly visible. (B) Principal cell showing periods of spiking activity (C) after becoming depolarized. Spiking activity develops after an early period of spike depression. Spike interval histograms (D, F) and AC (E) of the principal neuron shown in B and C reveal typical characteristics of firing behavior in bursts. No interspike intervals below 20 ms are present.

**Striatal secondary type I neurons**

Secondary type I cells are most likely to represent the class of the striatal GABAergic interneuron (see Ref. 104a). In these neurons the average maximum spike discharge was two- to three-times higher than in principal neurons (eight to 12 spikes per second). The spike interval histogram revealed an average intraburst interspike interval of around 9 ms.
In type I neurons two stereotyped spiking patterns were present. The first pattern was characterized by short-lasting, high-frequency bursts (Fig. 14) upon slight depolarizations and prominent AHPs (Fig. 14A, B). The spike interval histogram showed an early peak with a steep decline towards larger interval values (Fig. 14C, E). Occasionally, a second, broader peak was present at 100–200 ms. The AC, besides reproducing the characteristic time course of the spike interval histogram, additionally indicated irregular interburst intervals (Fig. 14D). The burst duration ranged from 30 to 50 ms (Table 3) and was much shorter than in principal cells. This highly stereotyped bursting behavior was also present in extracellular recordings. Spontaneous, short-lasting bursts with small interburst intervals led to spike interval histograms and ACs almost identical to those described for the intracellular recordings (Fig. 15A–D). Cortical microstimulation elicited an early burst, followed by a spike depression and subsequent long-lasting excitation (Fig. 15E, F, Table 3); this pattern was also present in the intracellular recordings of spontaneous activity (cf. Fig. 14A).

The second pattern also reflected strongly bursting neurons with small intraburst spike intervals. In addition the spontaneous membrane potential time course revealed outward rectification and spike depression, which was especially obvious after single spikes (Fig. 16A, B). The spike interval histogram was double-peaked with an early peak at 8 ms, indicating the intraburst interval and a second modal interval at 100 ms (Fig. 16C, E; cf. Table 3). Apart from the initial early peak at 8 ms, an overall decrease in spike discharge lasting several tens of milliseconds was visible in the AC (Fig. 16D, Table 3) with 7–15 Hz oscillatory components present (Table 3, Fig. 16D; about 15 Hz). The characteristic spike depression and membrane rectification was also revealed in neurons showing no oscillatory activity at all (Fig. 16E, F). This second pattern was again found in the extracellular recordings (Fig. 17). The spontaneous activity was characterized by 1–2 s bursting activity and a biphasic unit wave form (Fig. 17A, B). Spike interval histograms and ACs revealed the tendency to fire in high-frequency bursts with early spike depression and oscillatory activity at approximately 12 Hz (Table 3, Fig. 17C, D; 15 Hz).

Type I cells received strong inhibitory inputs, which was particularly evident in relatively polarized cells. Barrages of inhibitory synaptic input were seen to briefly disrupt spike discharges (Fig. 17E, F). Both type Ia (all of six) and type Ib (all of four) neurons responded to short bicuculline applications with an immediate increase of spike discharge (10 ± 5 and 6 ± 3 spikes/s, respectively; Fig. 17G).

**Striatal secondary type II neurons**

These cells represent striatal cholinergic interneurons (see Ref. 104a). Of 15 neurons characterized, eight were used for statistical analysis of their spontaneous discharge. The maximum average discharge was four to five spikes per second (Table 4). Spontaneous discharge was irregular and

| Table 2. Spiking activity of striatal principal neurons in cortex–striatum co-cultures |
|---------------------------------|--------|--------|--------|
| Intracellular                   | Extracellular |
| Age (days)                      | 25 ± 5 | 27 ± 3 | 29     |
| Fmax† (spikes/s)*               | 3.0 ± 1.4 | 4.6 ± 3.3 | 23     |
| INTH‡ (ms)*                     | 96 ± 72 | 124 ± 108 | 23     |
| Mean (s)§                       | 3.4 ± 0.9 | 11.1 ± 0.6 | 23     |
| Sig (s)§                        | 6.2 ± 5.5 | 3.1 ± 1.6 | 23     |
| AC int | (ms)* | 1080 ± 460 | 840 ± 460 | 12     |
| PSTH exc∥ (ms)                  | —       | 14 ± 7 | 6      |
| PSTH inh∥ (ms)                  | —       | 81 ± 28 | 8      |
| PSTH reb∥ (ms)                  | —       | 115 ± 57 | 8      |
| PSTH inh++ (ms)                 | —       | 1540 ± 1900 | 4     |

*Not different at P < 0.05; two-tailed Wilcoxon’s rank sum test.
†Maximum firing rate, calculated by using a sliding integration window (integration width: 3 s) and taking peak value.
‡Modal interval in the spike interval histogram.
§The mean and S.D. of the spike interval histogram. Under the assumption of a Poisson process both values should be equal.
∥Average burst length as determined from the AC. A linear fit was made to the decline in the AC during the first 500 ms after maximum spiking probability was calculated. The intersection of this linear fit with the time axis, calculated by interpolation, was taken as an approximation of the burst length.
‖Time from cortical stimulation to the early, single peak in the poststimulus time histogram (PSTH).
**Time from early single peak in the poststimulus time histogram to end of complete discharge inhibition.
††Time from cortical stimulation to maximum discharge peak in poststimulus time histogram, following the period of discharge inhibition.
‡‡Time from cortical stimulation to the end of discharge inhibition.
Fig. 10. Spontaneous intracellular membrane potential dynamics in principal neurons and its sensitivity to GABA_A blockade. (A) Spontaneous activity in a principal neuron. Episodic burst activity occurs during the depolarized state. (B) Membrane potential distribution of trace shown in A clearly reveals a bi-modal distribution, with one peak at the resting potential and a second one which steeply declines towards threshold (thr). The membrane potential value was sampled at 2 ms intervals. For comparison, Gaussian curves were fitted to each peak, indicating the means (1p and 2p) and the standard deviations (sig). (C) Principal neuron showing only moderate spiking activity during depolarized states. (D) During a constant, subthreshold current injection (+0.3 nA), which depolarizes the neuron to -44 mV, periods of strong firing due to background activity are present. Same neuron and scale as in C. Note that under these relatively depolarized conditions a short-lasting hyperpolarization after single spikes, with subsequent spike depression, followed by a long-lasting rebound excitation are revealed (arrows). (E) Principal neuron showing only a few spikes at the beginning of the depolarized state. Upon local injection of bicuculline (bic) this neuron enters a sustained period of strong firing. With the beginning of a new period of depolarization (arrow), the firing behavior is reset to the level observed before the bicuculline application. Horizontal bars below the trace indicate intervals used for membrane potential distributions before (bottom left) and after (bottom right) bicuculline application (sampled at 0.2 ms intervals). Upon local blockade of GABA_A receptors, the neuron depolarizes and the range of membrane potential fluctuations broadens.
tonic during periods of depolarization, with occasional spike doublets (Fig. 18A, B). Outward rectification was not present; however, after a spike the membrane potential underwent long-lasting hyperpolarizations (Fig. 18B, arrows) restricting the maximal spike discharge. All neurons showed a narrow, early peak in the spike interval histogram and in the AC (Fig. 18C–F, Table 4). This discharge behavior was much more variable than in secondary type I neurons, with the main difference arising from the amount of early spike depression seen in the ACs. The ACs of secondary type II neurons most closely resembled those of pyramidal neurons, except for the occurrences of double spikes. In contrast to secondary type I neurons, secondary type II neurons did not seem to receive any strong GABAergic inhibition, as no change in firing was detected upon local application of bicuculline (all of five neurons).

Crosscorrelations in the striatal part of cortex–striatum co-cultures

Multi-unit activities recorded using one or two electrodes were crosscorrelated \((n = 11)\), revealing a strong and selective synchronization among striatal type I and principal cells (all of four), even between distant units (Fig. 19). The spike interval histogram of the first unit 1 classified this unit as a type I neuron. The second unit showed a similar burst-like firing to unit 1 (Fig. 19A, upper trace); however, the spike interval histogram of unit 2 was typical for principal cells: it was single-peaked and no spike intervals smaller than 50 ms occurred (Fig. 19D; compare Figs 9, 12C, 13C). The spontaneous activity of the third unit showed a quite different activity than those of units 1 and 2 (Fig. 19A, upper trace) and the spike interval histogram of unit 3 was also typical for principal cells (Fig. 19F). Both ACs of units 2 and 3 showed a decline during the first second that is typical
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for principal neurons (data not shown). The CC revealed a highly selective synchronization among these three units. Units 1 and 2 had tightly synchronized spikes, as indicated by the prominent narrow central peak in the CC (Fig. 19C, E). In contrast, the CC of units 3 and 1 showed only weak synchronization (Fig. 19G), yet prolonged discharge periods in unit 3 either stopped or started after short-lasting synchronized group discharges of units 1 and 2 (Fig. 19A, dot display above the spike traces).

**DISCUSSION**

Organotypic cortex–striatum co-cultures provide an *in vitro* model to study corticostriatal dynamics. In this model the cortical network is the main source of activity. We will therefore first discuss the features of the cortical dynamics, before describing the dynamics of the striatal network and the way these are influenced by cortical activity.
Spontaneous activity in isolated single cortices

Chronically isolated slabs of cortical regions in adult brains differ in electroencephalographic activity recorded from cortical regions outside the isolated area. They express patterns of highly active periods ("bursts"), separated by silent periods, or repetitive discharges reminiscent of activity recorded from epileptogenic foci. Immature neocortical regions express similar unique and stable patterns of field potential activity within days after isolation. Such patterns were considered to result from an overconnectivity within the isolated region and to indicate the presence of relatively stable synaptic pathways constituting preferential circuits of transmission of activity in the cortical network.

These early indications of stable, repetitive states of activity in isolated cortical networks have been confirmed in a number of investigations using organo-
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Fig. 13. Extracellular single-unit activity in striatal principal neurons (irregular firing). (A) Spontaneous, irregular spiking activity at low rates. (B) Biphasic time course of single unit with positive (upward) deflection first. (C) Spike interval histogram of the unit shown in A. The single-peaked distribution reveals a clear predominance of spike intervals around 500 ms and an absence of intervals shorter than 48 ms. (D) The AC reveals a strong decrease in discharge probability during the first 400 ms after a spike. (E) Poststimulus time histogram reveals a long-lasting inhibition of spike discharge upon cortical stimulation. (F) The flat time course in the AC shows the spontaneous, irregular, non-bursting firing mode of this neuron.
Table 3. Spiking activity of striatal secondary type Ia and Ib neurons in cortex-striatum co-cultures

<table>
<thead>
<tr>
<th>Age (days)</th>
<th>Secondary type Ia</th>
<th>Secondary type Ib</th>
<th>Extracellular</th>
</tr>
</thead>
<tbody>
<tr>
<td>23 ± 3</td>
<td>9</td>
<td>22 ± 3</td>
<td>30 ± 5</td>
</tr>
<tr>
<td>8 ± 3</td>
<td>9</td>
<td>12 ± 8</td>
<td>13 ± 5</td>
</tr>
<tr>
<td>8.9 ± 2.5</td>
<td>9</td>
<td>8.2 ± 1.2</td>
<td>8.1 ± 5.7</td>
</tr>
<tr>
<td>121 ± 40</td>
<td>4</td>
<td>86 ± 30</td>
<td>138 ± 83</td>
</tr>
<tr>
<td>50 ± 19</td>
<td>6</td>
<td>32 ± 9</td>
<td>33 ± 10</td>
</tr>
<tr>
<td>71 ± 38</td>
<td>3</td>
<td>53 ± 18</td>
<td>874 ± 54</td>
</tr>
<tr>
<td>8.4 ± 1.9</td>
<td>3</td>
<td>13.4 ± 2.1</td>
<td>11.5 ± 4.1</td>
</tr>
<tr>
<td>--</td>
<td>--</td>
<td>11 ± 3</td>
<td>117 ± 85</td>
</tr>
<tr>
<td>--</td>
<td>--</td>
<td>188 ± 92</td>
<td></td>
</tr>
</tbody>
</table>

*Not different at P < 0.05; two-tailed Wilcoxon's rank sum test.
†Maximum firing rate, calculated by using a sliding integration window (integration width: 3 s) and taking peak value.
‡Interval at first (1p) or second peak (2p) in the spike interval histogram (INTH).
§Average burst length as determined from the AC. A linear fit to the decline in the AC during the first 500 ms after maximum spiking probability was calculated. The intersection of this linear fit with the time axis, calculated by interpolation, was taken as an approximation of the burst length.
‖Duration of depression in spike discharge, which persists for several tens of milliseconds after the first peak in the AC. Time was taken from the intersection with the baseline in the AC.
¶Oscillatory frequency derived from the interval between successive peaks in the AC.
**Time from cortical stimulation to the early peak in poststimulus time histogram (PSTH).
††Time from early peak in poststimulus time histogram to the end of discharge inhibition.

Typic single neocortical cultures. 26,36,79 The activity patterns seen are considered to reflect the underlying synchronization of synaptic activity in groups of pyramidal neurons. 26,35,52 These particular dynamics in field potentials and spike discharges have also been reported in vivo 41 and in cortical neural network simulations incorporating excitatory and inhibitory neurons. 42 The present study demonstrates that such changes in spontaneous discharge, with underlying polysynaptic activity, near-coincident firing and stable states of activity transmission induced by cortical microstimulation, are also characteristic features of the cortical dynamics in the cortex-striatum co-cultures.

Comparison with cortical dynamics in vivo

The dynamics described here for the cortical part of the co-culture have remarkable similarities to certain cortical dynamics in vivo. In urethane-anesthetized animals 43,92 and during slow-wave sleep, 37,42 cortical activity in deeper layers is characterized by a burst-pause pattern (for a review see Steriade et al. 121). Burst duration ranges up to 2 s with two to nine spikes per burst, 10 giving spike rates of two to eight spikes per second. 37 During bursts, cortical neurons which are uncorrelated or weakly correlated during wakefulness show strong common correlation in spiking activity. 27,96 Burst–pause patterns with average spiking activity of three to four spikes per second during bursts and strong correlations in spike discharge are also characteristic features of the spontaneous activity in the cortical culture described in this study.

Epileptic discharge

Suboptimal conditions during culturing can easily induce epileptic discharge in neocortical explants. 106,107 In particular, immature neocortical neurons are likely to express epileptic activity, 74,75 but even when fully matured, anoxic conditions can still selectively destroy GABAergic interneurons, leading to hyperexcitability. 114 In our studies, cortical tissue parts with dimensions two- to three-times as broad as those used were deep proved to be optimal for culturing, and only occasionally were seizure-like episodes 52 observed. Thus, most of the activity examined in the co-culture system was different from epileptic discharge. This is in agreement with the general finding that, despite the susceptibility of neocortical explants, stable epileptic activity involving calcium entry 14 and N-methyl-d-aspartate receptor activation 11,12 has to be induced by convulsants (see also this study).

The role of GABAergic interneurons in cortical dynamics

In dissociated cultures it was shown that discontinuous firing modes, up to the extreme case of burst–pause patterns, establish after three weeks in culture, i.e. at a time when GABAergic neurons have matured. 37 Similar parallels to the maturation of GABAergic neurons 48 and the complexity in spontaneous bioelectric activity 15,36 exist for organotypic single-cortex cultures. Immunohistochemical results 27 (see Ref. 104a), the electrophysiological evidence presented in this study and the effect of bicuculline as a strong convulsant 11,144 demonstrate
the presence of a strong inhibition in organotypic cortex cultures after at least three weeks *in vitro*. This suggests that the maturation of a recurrent local feedback loop among pyramidal neurons and interneurons is a prerequisite for the spontaneous grouping in spiking activity among pyramidal neurons. Synchronized inhibition, lasting in the range of 100 ms, has been proposed as a mechanism for grouping neuronal discharge into repetitive slow, oscillatory activity. Recent computer simulations have been synchronized inhibition to be highly effective in producing such group discharge. In our preparation the recurrent local feedback loop between pyramidal cells and inhibitory interneurons might also be responsible for the predominant interspike interval in the range of 80–120 ms observed in
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Fig. 14. Spontaneous intracellular membrane potential dynamics in striatal type I neurons (early spike depression absent). (A) One complete high activity period and the beginning of a second one are shown. Bursting occurs immediately upon depolarization onset, and is followed by a period of spike depression with subsequent long-lasting rebound excitation. (B) Magnified view of spiking during high activity period. Prominent AHPs are present, but no membrane rectification is visible. The narrow, single-peaked distribution in the spike interval histogram (C, E) reveals a clear predominance of a regular, very short spike interval around 5 ms. (D) The AC shows a strong decline in spiking probability within the first 40 ms after a spike, pointing at a short burst duration. At longer times the AC is flat.
Fig. 15. Extracellular single-unit activity in striatal secondary type I neurons (early spike depression absent). (A) Spontaneous bursting. (B) Biphasic time course of single units with positive (upward) deflection first. Note the regular intra-burst spike interval. (C) Spike interval histogram of the unit shown in A. The single-peaked distribution reveals a regular intra-burst spike interval of 8 ms. The distribution steeply declines to base level at intervals larger than 30 ms. (D) The AC reveals a strong decline in discharge probability during the first 50 ms after a spike, indicating a short burst duration. (E) Cortical stimulation induces a period of bursting activity, similar to the spontaneous activity shown in A and Fig. 14A. (F) The poststimulus time histogram upon stimulation reveals an early burst of spikes, followed by a spike depression with subsequent rebound excitation.

pyramidal neurons. This view is supported by the oscillatory discharge at 8–9 Hz present in the cortical interneuron.

Spontaneous activity in principal neurons

Despite some similarities between principal cells and pyramidal cells (e.g. spike width, spike AHP, average firing rate), the spiking behavior of principle cells was unique and not predictable from cortical firing (cf. e.g. secondary type II neurons). The ACs and spike interval histograms described in this study are very similar to spike interval histograms and ACs derived from intracellularly identified and unidentified striatal principal cells in urethane-anesthetized rats. Burst durations up to 3 s, absence of interspike intervals smaller than 8–20 ms and modal interspike intervals ranging from 8 to 75 ms are typical features in vivo, and were also expressed in the co-culture system. Similar ACs have been reported in immobilized, awake rats for striatal units showing “group” discharge and, in awake monkeys, episodic bursting and single-peaked spike interval histograms in the range below 100 ms have been described for striatal projection neurons.

In the co-cultures, dopaminergic input is absent. Since dopamine deficiency is known to increase the
number of principal neurons firing at higher rates, one might expect principal neurons in the striatal tissue part to fire at abnormally high rates. However, the average firing rates we found are well within the range reported for anesthetized rats.

Our findings from intracellular recordings were reproduced in the extracellular recordings. In the latter case we also found cells with very low spiking activity which could not be excited by cortical stimulation. These units might be principal cells, as similar dynamics were found in the intracellular recordings (Fig. 10C). Single units with very low firing rates, a characteristics of striatal activity in vivo and also expressed in the co-culture system, have been reported since early studies on striatal spontaneous activity. Such units with low firing rates are generally assumed to be principal projection neurons.

Fig. 16. Spontaneous intracellular membrane potential dynamics in striatal secondary type I neurons (early spike depression present). (A) Period of high activity in a type Ib neuron. The spiking activity is composed of isolated spikes and bursts. In particular, isolated spikes are followed by a characteristic membrane potential rectification (B, arrows). (C) The double-peaked distribution in the spike interval histogram reveals a prominent intra-burst spike interval of 8 ms and a second modal interval at 65 ms. (D) The AC, besides having an early peak at 8 ms (arrow), shows a strong depression in spiking probability during the first 120 ms and oscillatory activity in the range of 15 Hz. Double-peaked spike interval histogram (E) and AC (F) of another type I neuron illustrate a case without any oscillatory activity present.
Fig. 17. Extracellular single-unit activity in striatal secondary type I neurons (early spike depression present) and its sensitivity to local GABA_A blockade. (A) Spontaneous bursting. (B) Biphasic time course of single units with positive (upward) deflection first. (C) The double-peaked spike interval histogram reveals a short intra-burst spike interval at 6 ms and a second modal interval at 64 ms. (D) The AC, besides having an early peak at 6 ms (arrow), shows a strong depression in spiking probability during the first 60–100 ms and exhibits oscillatory 15 Hz activity. (E–G) Spontaneous intracellular recording of a secondary type Ia neuron, revealing barrages of hyperpolarizing synaptic input. Local application of bicuculline (bic; 1 s, 25 kPa) leads to an abrupt increase in spike discharge followed by long-lasting changes in spontaneous activity (integration width: 1 s).
Enabled state and the occurrences of bursts in principal neurons

Particular membrane potential dynamics in striatal principal cells were first described by Wilson for the urethane-anesthetized rat in vivo:\textsuperscript{136,137,142} spiking activity only developed during the depolarized state, which was therefore called the "enabled" state; the very polarized state, with no spiking activity present, was called the "disabled" state.\textsuperscript{137} Similar dynamics were also demonstrated for principal cells in the co-culture system. When considering these intracellular dynamics, one has to differentiate between mechanisms which bring the principal cells into the enabled state, and those that keep the membrane potential within that narrow depolarized range.

Computer simulations have led to the proposal that a positive-feedback loop between a decrement of the "anomalous rectifier" conductance and synaptic, synchronized input leads to a fast transition from the polarized to the depolarized state.\textsuperscript{36} Such fast transitions were readily observed in the principal cells of the co-culture (cf. Figs 9, 10). After such a transition, principal cells remained in the subthreshold range, eliciting at most a single spike during the very early depolarization (Fig. 8B, C).

Whether a principal neuron bursts or not, once in the "enabled" state, depends on the spatiotemporal patterns of excitatory and inhibitory inputs,\textsuperscript{122} balanced by intrinsic membrane currents.\textsuperscript{12,25,123,125} In this study, we have focused on synaptic inhibition during late phases in the "enabled" state. The rationale for this particular protocol was the following: if intrinsic, slowly changing currents govern the burst occurrences in principal cells, such intrinsic control would dominate during the first half a second after entering the depolarized state. After that, principal neurons and GABAergic interneurons will burst and the resulting inhibition should prevent other principal neurons from spiking. In this case, given the presence of appropriate excitatory input, local removal of GABAergic inhibition should result in firing. This was observed in the striatal part of the culture (Fig. 10E). Thus, we conclude that the low spiking activity in the enabled state is not exclusively due to intrinsic membrane currents, but rather reflects a balance in excitatory and inhibitory inputs. Furthermore, the abrupt increase in membrane depolarization and firing rate outlasted the bicuculline pulse and was "reset" with a new period of depolarization. Such short-term "memory" might result if the neuron which was enabled to fire now inhibits other neurons, thereby disinhibiting itself. Such dynamics were, in fact, proposed on the basis of several theoretical studies on lateral inhibitory networks.\textsuperscript{139,133,134}

Reversal potential of GABA\textsubscript{A} synapses and shunting inhibition in principal cells

The narrow membrane potential distribution in the "enabled" state, which broadens upon local application of bicuculline, is a strong indication of the GABAergic shunting activity. We show here that the reversal potential of GABA\textsubscript{A}-sensitive potentials in principal cells lies within the subthreshold, depolarized range of the "enabled" state. Obviously, this value can only be an approximation, since temperature shifts changing active transport efficacy,\textsuperscript{126} maturation,\textsuperscript{127,128} activity levels,\textsuperscript{127,128} masking by co-activated excitatory synapses\textsuperscript{99} and locally restricted chloride-gradient shifts\textsuperscript{99} cause tremendous problems in an accurate determination of the reversal potential. Nevertheless, positive evidence that the reversal potential is located within the subthreshold range, covering the range reported here, has been reported \textit{in vivo}\textsuperscript{87} and \textit{in vitro} in the acute slice

### Table 4. Spiking activity of striatal secondary type II neurons (intracellular and extracellular recordings)

<table>
<thead>
<tr>
<th></th>
<th>Intracellular</th>
<th>Extracellular</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (days)</td>
<td>23 ( \pm ) 3</td>
<td>8 ( \pm ) 3</td>
</tr>
<tr>
<td>Fmaxt*</td>
<td>5.4 ( \pm ) 1.9</td>
<td>3.8 ( \pm ) 1.1</td>
</tr>
<tr>
<td>INTH\textsuperscript{1p} (ms)*</td>
<td>8.8 ( \pm ) 2.8</td>
<td>6.6 ( \pm ) 0.5</td>
</tr>
<tr>
<td>INTH\textsuperscript{2p} (ms)*</td>
<td>156 ( \pm ) 49</td>
<td>167 ( \pm ) 64</td>
</tr>
<tr>
<td>(\Delta)TS (ms)*</td>
<td>177 ( \pm ) 54</td>
<td>140 ( \pm ) 51</td>
</tr>
<tr>
<td>PSTH excll (ms)</td>
<td>—</td>
<td>16 ( \pm ) 0.3</td>
</tr>
<tr>
<td>PSTH inh\textsuperscript{¶} (ms)</td>
<td>—</td>
<td>260 ( \pm ) 10</td>
</tr>
<tr>
<td>PSTH reb** (ms)</td>
<td>—</td>
<td>290 ( \pm ) 26</td>
</tr>
</tbody>
</table>

*Not different at \( P < 0.05 \); two-tailed Wilcoxon's rank sum test.
†Maximum firing rate, calculated using a sliding integration window (integration width: 3 s) and taking peak value.
\(\Delta\)Interval at first (1p) or second peak (2p) in the spike interval histogram.
§Duration of depression in spike discharge, which persists for several tens of milliseconds after the early peak in the AC. Time was taken from intersection with the base line in the AC.
¶Time from cortical stimulation to the early peak in poststimulus time histogram (PSTH).
**Time from cortical stimulation to maximum discharge peak in poststimulus time histogram following the period of discharge inhibition.
Fig. 18. Spontaneous activity in striatal secondary type II neurons. (A) Period of high activity followed by prominent AHP (arrow). (B) Most spikes show a prominent AHP (arrow). (C) The double-peaked distribution in the spike interval histogram reveals a clear predominance of short spike intervals around 14 ms and more widely distributed intervals in the range of 60–80 ms. (D) The flat AC, besides having an early narrow peak at 14 ms (arrow), shows no strong depression in spiking probability. Double-peaked spike interval histogram (E) and AC (F) of another secondary type II neuron show strong spike depression during the first 70 ms and strong oscillatory behavior (extracellular recording). A very narrow first peak at 7 ms (arrow) and a second peak at 112 ms are visible.

Stabilization of the “enabled” state by cholinergic activity

Early intracellular recordings in vivo have shown iontophoretically applied acetylcholine to have a slow, depolarizing effect in relatively depolarized striatal neurons. This slow depolarization could be antagonized by atropine. Extracellular recordings in vivo revealed similar slow time courses of excitation in striatal unit activity. Again, this effect was activity dependent, and was only observed in spontaneously active units. Intracellular recordings in slices under the presence of the muscarinic antagonist carbachol showed long-lasting depolarization upon preparation.

This leads to the conclusion that strong inhibition does not interrupt the “enabled” state in principal neurons, which is further supported by the absence of strong hyperpolarizing GABAergic-mediated inhibition. As the membrane potential closely approaches the reversal potential of GABAergic activity, inhibition mainly acts via a shunting operation, which is a short-lasting, non-linear synaptic interaction. Thus, it seems fair to conclude that, if the shunting operation is a predominant feature in striatal group discharge, a precise timing among the spike activities of striatal neurons should be expected.
Fig. 19. Secondary type I neurons are involved in strong synchronized striatal discharge activity. CC between three simultaneously recorded striatal units. (A) Spontaneous activity of unit 1 (lower trace) and units 2 and 3 (upper trace), sampled on two different electrodes (0.9 mm apart). The time course in the lower trace shows biphasic spikes of single unit 1; the upper trace shows multi-unit activity, composed of biphasic unit 2 and mainly monophasic unit 3. The dot display above the time courses shows unit 1 (bottom), unit 2 (middle) and unit 3 (top). (B) The double-peaked spike interval histogram of unit 1. (C) CC between units 1 and 2 shows a synchronous oscillatory activity, with a central peak and two symmetric side peaks. (D) The single-peaked spike interval histogram of unit 2. (E) At high resolution the CC between units 1 and 2 clearly reveals the tight synchronization in spiking. (F) The single-peaked spike interval histogram of unit 3. (G) CC between units 1 and 3 does not indicate a strong correlation in firing. Note, however, the distinct timing relationships between the onsets and offsets of spiking between these units in the traces and the dot display in A.
pronounced intrastriatal stimulation due to the closure of a potassium channel. Similar to our findings in the co-culture system, this particular muscarinic action on to neostriatal cells was not observed when the cells were at rest, where the membrane conductance is dominated by the anomalous rectifier. A muscarinic modulation of an A-current in striatal neurons was also proposed as having a stabilizing effect on the neurons’ membrane potential.

At present, we cannot decide which currents dominate in the phenomena observed. Nevertheless, it was evident that principal neurons, once they became depolarized, were stabilized in the current membrane potential range by the action of acetylcholine on muscarinic receptors.

**Secondary type 1 neurons**

Secondary type I neurons are likely to represent the striatal GABAergic interneuron class (see companion paper). Most features of type I neurons are corroborated by several reports on striatal unit activity in rats. In immobilized, awake rats a few occurrences (two of 73) of stereotyped high-frequency bursting neurons, leading to AC as we described, have been reported. Neurons, considered to be striatal GABAergic interneurons, responded to cortical stimulation with a short-lasting, high-frequency burst. In the study of Williams and Millar, neurons with a high discharge rate were also considered to be GABAergic interneurons. Kita, in a recent review, described an aspiny neuron with a morphology similar to strong parvalbumin-positive cells, i.e. GABAergic interneurons, that responded to sensory-motor cortex stimulation with strong bursts. We attribute the two different, but stereotyped ACs to different excitation levels. We showed that intracellular current injection at the cell body leads to a change in firing patterns. Low currents elicited a pure burst, whereas higher current injections led to single spikes followed by membrane potential rectification and discharge cessation. Various combinations of these two discharge behaviors lead to the two types of AC observed.

**Oscillatory activity in the co-cultures and the role of inhibition**

Secondary type 1 neurons, considered to be GABAergic interneurons, were the only striatal cell class that readily revealed 7–15 Hz oscillations. Their correlations with other striatal units over long distances suggest that the oscillations arise from common cortical inputs. In addition, the oscillatory activity in type I neurons might originate from the striatal network itself, with the axonal arborizations of these neurons (Figs 3 and 14 in Ref. 104a), providing the anatomical basis for such long distance interactions. Indeed, the amount of inhibition present (Fig. 17E), the firing in strong bursts shown here and the strong connectivity among these neurons should lead to an oscillatory response upon strong excitation.

**Secondary type II neurons**

Non-bursting neurons with firing rates of two to seven spikes per second have been described in the rat and alert monkey, and most likely correspond to cholinergic interneurons. Intracellular recordings in vivo support the view that the firing patterns of those neurons closely follow synaptic input. Type II neurons in the co-cultures had firing patterns which most closely resembled those of cortical neurons. This indicates that, as was shown in vivo, the time structure of their synaptic input might be directly transferred into the corresponding spiking pattern. Anatomical studies have shown that cholinergic interneurons in the nucleus accumbens and the caudate–putamen receive mainly thalamic inputs. Nevertheless, in slices with corticostriatal projection fibers preserved, striatal interneurons with an electrophysiology resembling that of cholinergic interneurons are excited by white matter stimulation. Hence, the spontaneous activity of type II neurons and the presence of cholinergic activity in the co-culture system support the view that cholinergic interneurons receive at least some cortical inputs.

**Optophysiology**

**Spatial characteristics of neural activity.** In view of the slow time course of glia signals and the reduction of glia due to mitosis inhibitors during culturing, a large contribution of glia signals to the relative fluorescence change is very unlikely. Hence, the fluorescence signals we measured represent the spatiotemporal distribution of neuronal activity in the co-culture system. The fluorescence maps mainly reflect postsynaptic dendritic depolarizations since, unlike for example the hippocampus, the cortical and striatal networks lack a preferred internal orientation as well as a spatial segregation of cell bodies, axonal and dendritic processes. The optophysiological results demonstrated that neuronal activity spread in the co-culture in a characteristic spatiotemporal pattern with cortical excitation leading to a final overall depolarization in the striatum. This observation confirms findings using double-intracellular recordings in vivo that single auditory or somatosensory stimuli result in synchronized excitation of striatal regions several millimeters apart.

Although our results were obtained with local cortical microstimulation, it is likely that a similar activity pattern also develops upon local spontaneous cortical activity. Firstly, the time course of cortical fluorescence changes during spontaneously occurring activity were reflected with regard to build-up and stable net depolarization in the striatum. Secondly, simultaneously monitored extracellular spiking activity during optical recordings showed similar time courses to spontaneous intracellular and extracellular activity (see below). Thus, it is reasonable to assume...
that a spontaneous volley of cortical activity leads to a similar spatially extended activation of the striatal network, as was shown here for the response to cortical microstimulation.

**Temporal characteristics of neural activity.** Upon cortical microstimulation all cell types in the co-culture system showed a typical sequence of early excitation, subsequent spike depression and long-lasting rebound excitation. This sequence was also often observed during spontaneous activity (see Figs 9 and 14). Similar sequences of cortical activity have been demonstrated in the anesthetized rat in layer V projection cells upon stimulation. Poststimulus time histograms from somatosensory cortex upon cutaneous and whisker stimulation or locomotion showed similar early excitations followed by various combinations of excitatory–inhibitory sequences, depending on movement state and anesthetics used.

Striatal responses in vivo also exhibit this sequence of early excitation, subsequent spike depression and long-lasting rebound excitation, as seen in the co-cultures. In cats, cortical stimulation induces an early peak excitation or a single-spike discharge after 17–21 ms. Early peak excitation values for the rat were in a similar range with the underlying polysynaptic postsynaptic potential arising mainly from the cortex. The subsequent spike depression in vivo ranged from 100 to 350 ms in the cat and the rat, and was followed by a long-lasting rebound excitation (for review see Wilson et al.). From the similarity to and the dependence on cortical activity, it was concluded that the general time course of early excitation, spike depression and subsequent late excitation in the striatum mainly reflected the temporal properties of cortical activity patterns, rather than the dynamics of local striatal circuits. Our results from the co-culture system support this general view. However, this simple schematic picture of the “impulse response” of the cortical network to a synchronized synaptic volley and the subsequent responses of the striatal network did not cover the complete range of spontaneous activity dynamics seen in the co-culture. This was particularly evident when looking at multi-neuron activity in the co-culture system (Fig. 19).

**CONCLUSIONS**

Striatal activity is composed of a variety of different activity patterns, ranging from silent periods interrupted by selectively synchronized burst discharges to long-lasting excitation with sudden increases in firing, each of which can be temporally related to the other. The mechanisms underlying these intricate spatiotemporal dynamics and their relation to corticostriatal processing are still incompletely resolved. The organotypic cortex–striatum co-culture system will provide a powerful new in vitro approach for further research in that direction.
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